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Abstract
Increasing amount of geospatial data acquired by various sensory improvements and increased governmental and societal
interest in creating this data, results in rising issues in data storage and processing for this data type. Therefore this work
describes the setting for a probabilistic data structure based on Random Projections and Bloom Filters to enable a more
efficient processing of geospatial data. The paper states four research questions, which, apart from general considerations on
probabilistic data structures, elaborate on the advantages of such data structures in their use together with new hardware like
field programmable gate arrays (FPGA) or quantum computers. The main contribution is to structure the problem space and
define solution approaches for future research in this field.
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1. Introduction
In recent years, the amount of data generated has in-
creased with the ability of technical devices to capture
and store this information as well as governmental and
societal willingness to create this data persistently. In
the geospatial domain, which combines location informa-
tion with attribute and sometimes temporal information
[1], this became especially apparent as mobile technical
devices, such as phones, and earth observation devices,
like satellites and drones, create increasing data streams.
This imposes significant challenges on the data process-
ing solutions as pure data generation does not imply
application-oriented usage. On the one hand, global anal-
yses are challenging due to the huge storage footprints
of the generated data [2], and on the other hand, edge
computing solutions, like direct processing on drones or
satellites, are challenged with processing only the data
they generate, not speaking about setting this data in
context to external data streams.

Especially on a global scale, the evaluation of single
small areas is often inefficient: The represented data
is frequently sparse, and information on neighboring
regions is often not independent [2]. Furthermore, ac-
quired spatial information often has no exact location but
only an approximate one [3]. Still, current procedures
result in huge datasets, which are hard to query if, e.g.,
statistics based on single sparse elements need to be cal-
culated. Improvements can be achieved either through
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compression and simplification of the data or improved
query processing during data analysis to access the data
more efficiently in big data environments. However, for
geospatial data and data queries, only a few compression
algorithms, dimension reduction techniques, or database
access patterns were developed, which will be described
in the section 2.

To proceed based on this, my doctoral research will
focus on improving the fundamentals of randomized data
structures and query processing to make them more ap-
plicable to geospatial data and larger databases. This
includes theoretical considerations based on information
theory, implementations to achieve efficiently running al-
gorithms, and the consideration of hardware implications.
The final goal is to propose a new application-proofed
randomized data structure for geospatial data.

2. Related Work
Geospatial data, in general, can appear in different for-
mats such as land surveys, GPS information, photogra-
phy, remote sensing images, digitized maps, point clouds,
and more [3]. Today’s standards for storing geometric
data include point cloud representations, simplicial com-
plexes, topological approaches, and CityGML [4], which
are mostly stored in object-oriented [5], object-relational
[6, 7, 8] or graph-based databases [9]. The most used
representation is a form of simplicial complexes; the ras-
terization of the data [10]. This means that the to-be-
described area or volume is quantized in distinct spatial
pixels/voxels, each associated with one or more attribute
values. One way to improve the efficiency of the storage
is to reduce the data footprint. For normal databases, this
can be done in two ways: Reduce the numerosity of the
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samples or reduce the dimensionality [11]. We can fit a
probabilistic model to the data to learn a mapping to a
lower dimensional subspace.

The probably easiest way to do so is a random pro-
jection, which poses a way of projecting data to a lower
dimensional subspace by picking a random subset of
the properties [12]. Another probabilistic data structure
is a Bloom Filter (BF) as shown in Figure 1 [13]. BFs,

Figure 1: Visualization of Bloom Filter Approach

which were initially developed in the 1970s, represent a
probabilistic randomized data structure to represent sets,
trading data footprint, and computational effort against
error probability [2]. For construction, a bit array 𝐵 of
size 𝑚 is set to one at the indexes denoted by the re-
sult of a set of 𝑘 linear evenly distributed hash functions
𝐻𝑘 mapping the input sample to integer numbers < 𝑚.
For membership queries, a possible sample is vice versa,
again mapped with the same 𝐻𝑘 to a set of indexes. If
the BF 𝐵 is zero at one of these indices, the tested sam-
ple is not part of the set; otherwise, it is with a certain
probability in the set. Special about this structure is that
it does not allow False Negatives in such membership
queries [14]. Therefore, if False Positives are acceptable
or can be mitigated by other means the use of a BF-based
data structure is a system with a controllable error rate
[2]. The downside of this data structure is that, in its
initial form, it does not allow the deletion of objects from
a computed set. Therefore, various modifications of this
approach were proposed in the past, e.g., counting BFs,
which try to mitigate this issue but often introduce False
Negatives [15].

Using BFs to represent geospatial data was rarely re-
ported before: E.g., [2] proposes a way to compress sparse
binary global datasets with BF-like data structures in
main memory and keep pixel-wise accessibility. Their
proposition approves existing solutions in specific cases,
like the pixel-wise random access of temporally ordered
but spatially labeled information. For random projec-
tions, there is no previous work reported for geospatial
data to the best of our knowledge. Contrarily using BFs
for efficient set queries is widely used in various fields
[14] but not explicitly reported for spatial data to the
author’s knowledge.

3. Research Questions
The main goal of the project is the development of a
new data structure for geospatial data leveraging the
advantages of randomized data structures. This leads to
the following research questions (RQs):

RQ1 How can a randomized data structure be modi-
fied for the efficient storage and retrieval of
geospatial data?

RQ2 How is a spatial movement of the stored data
efficiently represented in terms of database modi-
fications?

RQ3 What are the properties of a geospatial database
to enable continuous scaling of the database
storage footprint?

RQ4 How do the newly proposed geospatial data rep-
resentations leverage the computation on new
hardware like FPGAs and quantum computers?

4. Methods
Based on the research questions in section 3 an improve-
ment of spatial storage and retrieval may be achieved
by further developing and adopting existing randomized
data structures for this data environment. For first con-
sideration, the work focuses on data structures based on
Random Projections and BFs as described in section 2. In
the following, the research questions are expanded with
a planned methodology to answer them. This is the basis
for finally proposing a new geospatial data structure in
the future.

4.1. Efficient Storage and Retrieval
Efficient storage and retrieval of geospatial data include
element-wise access, deletion, and modification (later
referred to as basis operations). Thereby, it has to be
differentiated between the exact storage and retrieval
of a single data element through proper indexing and
mapping and the efficient loading of a probabilistic rep-
resentation of a data element.

The aforementioned basic operations are possible for
randomly projected footprints of the original data. On
the contrary, a standard BF supports the addition of single
elements to the data set, but the removal or modification
of an element can only be conducted by a recalculation
of the whole filter. Proposals of Counting BFs [16] try to
mitigate this issue but are less efficient. Part of this work
is, therefore, to adapt a BF architecture by either provid-
ing more efficient structures for geospatial data based
on the counting BF architecture or adding an external
modification data structure that keeps track of modifica-
tions and triggers recalculations of the filter or parts of
the filter based on a to be defined schedule or rule.



Another nonbasic operation that will be considered
in the work is the merging or linking of several datasets
through probabilistic data structures. This is especially
important for the computation in distributed systems
where different devices take over different operations,
and their results must be merged. Finding the right merge
keys poses a challenging task. Conversely, simple bitwise
OR operations can merge the BF representation of data
sets. However, there are issues with this approach: The
optimal BF construction is dependent on the number of
samples to be represented. As the total number is not
expected to be known during the independent construc-
tion of the two datasets, the combined filter may increase
FP rates. Therefore, it is necessary to investigate how to
modify the BF to perform merges efficiently, especially
on representations of geospatial data.

4.2. Spatial Movement
Moving geo data spatially, which is stored in probabilistic
databases, is a topic that has not been discussed so far
(to our knowledge). At the same time, it is an often
performed operation in the geospatial domain. For data
structures based on random projections, a movement
of the input data in the spatial domain has to result in
a similar movement of the projection. With rasterized
data 𝑋 ∈ R𝑎 a lower dimensional space 𝑆 ∈ R𝑏 with
𝑎 >> 𝑏, a random projection 𝑅 and a movement in the
spatial domain 𝑀 this mean it should hold

𝑥 = 𝑅(𝑋) ∈ 𝑆 → 𝑅(𝑀)𝑥 = 𝑅(𝑀𝑋) (1)

To still achieve efficient random projections it needs to
be investigated how this changes the set of randomly
selected points to project.

For BFs, it has to be discussed how a spatial movement
of the data can be expressed in a modification of the BF,
such that a simple movement of the data does not require
a recalculation of the whole BF representation. There-
fore, an investigation of how certain spatial patterns can
be encoded by efficient use of the hash functions or an
extension of the standard BF to additional hierarchies
is to be investigated. The main challenge here is the
dimension difference between spatial locations (2D or
more) and standard 1D BFs. The ideas here involve ei-
ther the mapping of the input data in 1D, e.g., through
space-filling curves, or encoding the spatial domain by
mapping spatial data points only to subsets of the final
BF. The second enables a spatial movement by applying
simple bit-shift operations on the stored data as shown
in Figure 2. Alternatively, a second dimension can be
added to the BF, which encodes the location separately
or locality-sensitive hashing techniques may be used.

Figure 2: Visualization of a bit shift in the Bloom Filter B to
represent a movement M in the spatial domain

4.3. Scaling of the Data Base Footprint
Both considered randomized data structures, Random
Projections, and BFs, have the useful property of a rela-
tively easy resizing. For Random Projections, a fraction
of the randomly picked elements hold still a fraction of
the initial information. Taking only a subset of the ran-
domly projected points results in a representation that
keeps the initial information. Questionable in this case
is how to choose the subset most efficiently.

For BFs, it is defined by construction that taking one-
half of the filter holds a valid representation to which
additional data can still be added. However, scaling with
a factor ̸= 2 is not easily possible [2]. This is especially
important as today’s hardware often also scales with
2, e.g., 8 GB → 16 GB RAM. Therefore, reducing the
size of a, e.g., 64 GB large data set by a Factor of 1

2𝑛
is

not always efficient as it leaves too much or no space
for system processes. Therefore, scaling by a rational
factor should be introduced. This may be conducted
by the superposition of non-uniformly distributed hash
functions.

For very small representations of the data, this fraction-
ing is not as easy for BFs: As there can be computed an
optimal amount of hash functions based on the amount
of to-be-stored samples and the requested filter sized for
very small filters, often a non-natural amount of hash
functions would be optimal. Therefore, the author pro-
poses to use a rational number of Hash Functions by
applying the functions with a probability only represent-
ing the rational fraction of the number.

4.4. Computation on New Hardware
For the computation on future hardware especially small
representations of the to be considered data are needed.
Such, FPGAs have to deal with limited storage space. This
means embedding the original data fitting to the hard-
ware requirements is needed. The same is true for quan-
tum computers, which are still constricted to a limited
amount of Qubits. By using randomly projected represen-
tations of the original complex geo-data, it is, therefore,



still possible to compute in this hardware-restricted en-
vironment. Furthermore, BFs can map the original data
to a bit array. This is especially helpful for the computa-
tion with quantum computers as it enables a simple and
gate-efficient data embedding by only using non-complex
basis encoding.

5. Conclusion and Future Work
Based on the above considerations and propositions a
new method to store probabilistic representations of
geospatial data sets is to be developed. This will enable
the efficient usage of big geospatial data in new applica-
tion domains and on new hardware, such as the efficient
route planning on remote vehicles and the efficient pro-
vision of geospatial data for quantum computers. To
actually enable a broad usage of these newly proposed
representations, they finally need to be integrated into a
framework to use with existing GIS software. Results ob-
tained during the development of the new data structure
may also propose a new possibility to improve singular
computationally expensive collection, simulation, pro-
cessing, or presentation tasks of geospatial data.
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